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Attosecond emission from chromium plasma
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Abstract: We present the first measurement of the attosecond emission generated from underdense plasma produced on a solid target. We generate high-order harmonics of a femtosecond Ti:sapphire laser focused in a weakly ionized underdense chromium plasma. Using the “Reconstruction of Attosecond Beating by Interference of Two-photon Transitions” (RABITT) technique, we show that the 11th to the 19th harmonic orders form in the time domain an attosecond pulse train with each pulse having 300 as duration, which is only 1.05 times the theoretical Fourier transform limit. Measurements reveal a very low positive group delay dispersion of 4200 as². Beside its fundamental interest, high-order harmonic generation in plasma plumes could thus provide an intense source of attosecond pulses for applications.
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1. Introduction

High-order harmonic generation (HHG) occurs when an intense short laser pulse is focused into a gas of atoms. It was first shown theoretically [1] and then experimentally [2, 3] that the generated radiation consists of pulses with attosecond duration. This attosecond nature of the harmonic emission, along with its short wavelength, excellent coherence and high brilliance provide a strong motivation for applications, some of which have already been demonstrated. Both trains of attosecond pulses [4–6] and isolated attosecond pulses [7–10] have been used in atomic and molecular spectroscopy and solid-state physics. However, many other applications remain unexplored because of the difficulty to handle and manipulate the harmonics, due partially to the quality of XUV optics, as well as to the low harmonic intensity.

Instead of rare gas atoms, different generating media have been tested in order to increase the conversion efficiency. Recently, attosecond pulses have been successfully generated in molecules. Aligned linear molecules allow a coherent control of the attosecond emission [11], or a tomographic reconstruction of the radiating orbital [12, 13], but unfortunately no real improvement in the efficiency. Due to their high ionization potentials, singly charged ions are interesting candidates since they can withstand higher laser intensity and thus can potentially generate both more intense radiation and higher harmonic orders. Such ions can be produced through ionization of rare gases: HHG in Ar+ was shown to extend the cutoff to 250 eV [14]. Another possibility is to produce a weakly ionized ablation plasma by focusing a “long” laser pulse on a solid target. The harmonics of a time-delayed short laser pulse are then mainly generated from ions within the underdense plasma plume [15]. Note that overdense plasma is also able to produce high harmonics but through the collective oscillations of the free electrons; this process has been shown recently to result in a train of attosecond pulses [16].

The first experiments in ablation plasma plumes were performed in 1992 by Akiyama et al. [17] and in 1994 by Wahlström et al. [18] in lithium, sodium and potassium media. The highest harmonic achieved was the 27th order for lithium plasma [18]. Recently, this method has re-attracted attention, when Ganeev et al. demonstrated highly efficient (conversion efficiency of $10^{-5}$) harmonic generation from silver plasma [19], exceeding conversion efficiencies typically obtained with atomic gases by one order of magnitude [20]. Since then, HHG from more than 15 different target materials has been demonstrated with typical plateau and cutoff features [21], the highest harmonic order being the 101$^{st}$ from a manganese plasma [22]. Different properties of these plasma harmonics have been investigated: The influence of the plasma conditions on the XUV intensity has been studied extensively [15,23], concluding essentially that a compromise has to be established between the density of singly charged ions mainly responsible for the XUV emission, and that of the free electrons degrading phase matching conditions. Elliptical polarization of the driving laser has been shown to suppress the XUV emission [24], suggesting the “usual” third-step process [25, 26] as its origin, although the drop in the XUV intensity is significantly slower than that known from HHG in neutral gases [27, 28]. However, no temporal characterization has been performed up to now. This is of course a crucial element for the applications of this new source of XUV radiation. It should not be taken for granted that this harmonic emission has a nice attosecond structure. Indeed, the generation in a plasma induces many sources of distortion: the higher electron densities and gradients will affect both the generation through phase matching but also the propagation, and may result in distortions.
of both the harmonic spatial phase-front and spectral phase. Furthermore, the temporal characterization itself raises problems, as will be discussed below (probe beam distortions, target deterioration...). In this article, we study the attosecond structure of the harmonic emission from chromium plasma. We first present the experimental setup and discuss the challenges raised by the generation and characterization techniques. We then present the measurements of the amplitude and relative phase of the generated harmonics and discuss the very low positive chirp of the emission. Finally, we reconstruct the attosecond emission combining the 11th to the 19th harmonics and show that it results in pulses that are only 1.05 times the theoretical Fourier transform limit.

2. Experimental Setup and Challenges

In this work, we used the laser facility installed at the Commissariat à l’Energie Atomique (CEA) Saclay. A schematic diagram of the setup is shown in Fig. 1. First, we separated the uncompressed Ti:sapphire laser beam (800 nm, 300 ps) from the “LUCA” laser system into two beams, using a beam splitter. One of these beams (pre-pulse) is loosely focused at normal incidence onto a solid target where it reaches an intensity of $I \sim 10^{10} \text{ W cm}^{-2}$ and creates the weakly ionized plasma. The other uncompressed beam is first sent through an 80-ns delay line, which includes passage through a compressor. At the exit of the compressor, the 55-fs laser pulse is then further separated into two beams using a mirror with a through hole at the center. The external annular part of the beam (generating beam) is focused (f-number $\approx 60$) parallel to the target surface into the plasma to generate the high-order harmonics. The round central part of the beam (dressing beam), which is more than two orders of magnitude less intense than the external part, passes through the hole of the mirror and enters a very precise delay line equipped with a piezoelectric translation stage. It is then recombined with the external part of the beam through a second holed mirror. After harmonic generation, an iris blocks the generating beam while the—more collimated—harmonic beam, together with the dressing beam, are refocused by a toroidal mirror into a detection argon jet placed in the source volume of a magnetic bottle electron spectrometer (MBES). The time of flight, and thus the energy, of the electrons produced by photo-ionization of the target gas is measured with an oscilloscope. Note that the medium position after the laser focus—still within the Rayleigh range—together with the spatial filtering of the harmonic beam by the iris made sure that the signal was dominated by the short-trajectory contribution to HHG. However, when scanning the focusing position relative to the medium or opening somewhat the mentioned iris, we never
observed shoulders or broadening of the harmonic peaks as a clear spectral signature of a long-trajectory contribution [29].

A crucial element in this setup turned out to be the 80-ns delay line. The passage through the compressor imposes already a delay of $\approx 20$ ns, leaving 60 ns, corresponding to 18 m of propagation, to be added. Note that the precise length is not very important — as long as the delay between plasma creation and HHG is $> 50$ ns, the ablation plasma conditions should be stable [23]. In this campaign, the delay line was a simple four-time-passage through 4.5 m of air. Although the laser pulse is still rather long in this delay line and its peak power thus limited, the long propagation through air introduced (mainly spatial) laser beam distortions. This deteriorated spatial beam quality limited the focal intensity in the HHG chamber to less than 2 $\times 10^{14}$ W cm$^{-2}$ (as opposed to $> 10^{15}$ W cm$^{-2}$ used in past works). This effective intensity at focus was estimated by measuring the attochirp of the harmonic emission from an argon gas jet in the same experimental conditions [30]. This limitation to an intensity a factor 2.5 to 5 below what is typically used for HHG in ablation plasma plumes may be the reason for the low level of XUV signal in our experiments with all targets we have used. The rather poor phase matching in the HHG medium due to the strong wavefront distortions of the driving laser beam may be another reason. Using a tighter focusing of the generating beam was not easily achievable without risking making necessary significant modifications to the optical setup for the temporal characterization, which had proven very reliable in earlier measurements [6, 11, 13]. We therefore preferred to leave our well-proven optical setup unchanged during the limited time of this measurement run.

The characterization of the plasma attosecond emission was performed using the RABITT technique (Reconstruction of Attosecond Beating by Interference of Two-photon Transitions) [2]. The measurement of the harmonic spectral amplitude and phase allows a direct access to the attosecond structure through a Fourier transform. The amplitude of each harmonic is easily given by the amplitude of the main photoelectron lines corrected for the ionization cross section. The relative phase between neighboring harmonic orders is accessed through two-photon XUV+IR ionization of the target gas. When the dressing beam is superimposed on the XUV beam in the argon gas, sidebands appear in the photoelectron spectrum between the main lines. They correspond to two-photon transitions: absorption of a harmonic photon $q\omega_0$ accompanied by either absorption or stimulated emission of a laser photon $\omega_0$. Since two coherent quantum paths lead to the same sideband, interferences occur which result in an oscillation of the sideband amplitude as the delay $\tau$ between the IR and harmonic field is scanned with sub-IR-laser-cycle resolution [2, 31]. The phase of the oscillation is the phase difference between the two interfering channels. It is determined by the phase difference $\varphi_q - \varphi_{q+2}$ between consecutive harmonics (phase locking) and by the difference, $\Delta\phi^\text{at}$, of the two-photon transition dipole phases. For example, if we consider the $(q+1)^{\text{th}}$ sideband between the $q^{\text{th}}$ and the $(q+2)^{\text{th}}$ harmonic order, the signal intensity is:

$$S_{q+1}(\tau) = \alpha + \beta \cos \left( 2\omega_0 \tau + \varphi_q - \varphi_{q+2} + \Delta\phi^\text{at} \right),$$

where $\alpha$ and $\beta$ are positive real valued constants. The term $\Delta\phi^\text{at}$, characteristic of the target gas argon, is small and can be calculated [2, 31]. The phase difference $\varphi_q - \varphi_{q+2}$ between two consecutive harmonics can then be extracted, readily giving the group delay, also called emission time $t_e = \partial \varphi / \partial \omega |_{q+1} \approx (\varphi_q - \varphi_{q+2}) / 2\omega_0$.

The RABITT technique, being based on the delay between the XUV and IR dressing beams, requires the (undelayed) intense IR generating beam to be blocked efficiently before the target gas. If this is not the case, it may interfere with the dressing beam and—if intense enough—even produce above-threshold ionization of the target gas, leading to distortions in the RABITT measurements. This condition imposed a minimum distance of the generating beam to the target...
surface: we had to avoid the large gradient of the free electron density close to this surface, since it refracts a significant part of the generating beam, which is then no longer fully blocked by the iris before the target gas. To minimize this effect, we generated harmonics in the plasma plume at a distance of 200–300 µm from the target surface. This made sure that the refracted IR light from the generating beam did not generate sidebands on its own, i.e. its intensity was considerably weaker than that of the IR dressing beam in the MBES interaction volume. Due to the rapid drop of plasma density with the distance from the target surface, this resulted in a decrease by a factor of ∼2 in the generated XUV energy as compared to a focusing closer to the surface. Note that the smaller and more homogeneous electron density obtained at this distance also results in less phase-front distortions of the IR dressing beam, as needed by the RABITT technique. Indeed, the phase relationship between the XUV and dressing beams must be homogeneous in the detection volume, otherwise the sideband oscillations are blurred. The phase-front quality of both beams was a major concern when the experiment was planned and could have been a reason of failure.

The low level of harmonic signal resulted in very weak sideband amplitudes (they must be kept at least a factor 3 smaller than the main lines in order to be in the linear—single IR photon—regime [32]). This could hardly be dealt with by averaging over more laser shots per photoelectron spectrum, due to the deterioration of the solid target: it was not moved during data acquisition, i.e. the picosecond pre-pulse hit the surface always at the same spot. Very little material is actually ablated per laser shot and most targets could easily withstand ∼10^3 shots without any degradation of the generated XUV signal. For a RABITT measurement, however, we typically use 10^4 laser shots (100 delay steps and averaging 100 shots per spectrum), so there was really no margin left to increase the averaging. On the contrary, the IR-XUV delay scans had to be kept rather short and were accompanied by a gradual decline in signal during the scans.

Attosecond pulse measurements proved to be extremely hard and we encountered big difficulties in observing clean 2ω₀-oscillations of the sidebands. The mechanical stability of the setup was absolutely sufficient as proven by: i) clear 2ω₀-oscillations in the RABITT scans with harmonics generated in argon during the same measurement campaign; ii) a very well resolved ω₀-modulation of the total signal in most scans with ablation plasma harmonics (originating from the interference of the probe and generating IR beams in the generating medium). The reasons for our difficulties were threefold: i) the rather low spatial beam quality and energy stability of the laser after the delay line, leading to noise and a decreased contrast of the 2ω₀-oscillations in the RABITT signal; (ii) additional distortions of the IR dressing beam during propagation in the plasma medium, which may further reduce this contrast; (iii) the requirement that the sidebands be kept rather weak, together with the low XUV signal and the limited acquisition times imposed by sample degradation, that resulted in difficult conditions for RABITT measurements.

3. Experimental Results and Discussion

Despite all the difficulties mentioned above, we succeeded in measuring series of RABITT scans in chromium plasma with significant and reproducible 2ω₀-oscillations of the sideband amplitudes. Let us first consider the generated harmonic spectrum, shown in Fig. 2, obtained from the photoelectron spectrum measured without the dressing beam.

This harmonic spectrum differs considerably from those observed in other works. Past results using 35 fs Ti:sapphire laser pulses have demonstrated chromium harmonic spectra with cut-off at the 35th order, with strong intensity enhancement of the 29th harmonic [33]. In contrast, the spectrum in Fig. 2 has a cut-off at the 19th order. This is the result of the relatively low generating laser intensity due to the spatial beam distortion induced by the delay line, as explained in
Fig. 2. Harmonic spectrum obtained from the chromium plasma. The spectrum shows five consecutive harmonic orders, from the 11th to the 19th harmonic. The dashed line indicates the noise floor of the MBES signal.

the previous section. An intensity just below $2 \times 10^{14} \text{ W cm}^{-2}$ saturates harmonic generation in \( \text{Cr}^+ \) \((I_p = 16.5 \text{ eV})\) but may be too low to generate efficiently in \( \text{Cr}^{2+} \) \((I_p = 31 \text{ eV})\). This is due to the barrier-suppression intensity, \( I_{BSI} \) \( \text{W cm}^{-2} = 4 \times 10^9 (I_p \text{[eV]})^4 / Z^2 \), being \( 7 \times 10^{13} \text{ W cm}^{-2} \) for \( \text{Cr}^+ \) ions and \( 4 \times 10^{14} \text{ W cm}^{-2} \) for \( \text{Cr}^{2+} \) ions [34]. Here, \( Z \) is the effective charge of the screened nuclei, i.e. \( Z = 2 \) for ionization of \( \text{Cr}^+ \) and \( Z = 3 \) for \( \text{Cr}^{2+} \). The saturation intensity for \( \text{Cr}^+ \) ions together with their ionization potential give a classical cut-off position [25, 26] at the 19th harmonic, which is in good agreement with the experimental observation. For \( \text{Cr}^{2+} \) ions and an intensity of \( 2 \times 10^{14} \text{ W cm}^{-2} \), a classical cut-off at the 43rd harmonic is expected.

We thus conclude that we generate harmonics mainly in the rising edge of the pump pulse in \( \text{Cr}^+ \) ions without a significant contribution from \( \text{Cr}^{2+} \) ions, in contrast to previous experiments.

Note that the laser defocusing induced by the electron density gradients in the plasma may also result in a reduced effective peak intensity.

Another important difference is that the efficiency drops exponentially with harmonic order in the current work, whereas a plateau in the spectra was observed in past works. The phase mismatch due to free electrons in the plasma cannot explain the observed rapid drop of the spectral intensity. Assuming an emission limited by phase mismatch, the spectral intensity varies as [35]:

\[
I_q \propto L_{coh}^2 \left[ 1 - \cos\left( \pi L_{med}/L_{coh} \right) \right],
\]

where \( L_{med} \) is the medium length and \( L_{coh} = \pi / \Delta k_e \) is the coherence length resulting from the mismatch between the harmonic and driving polarization wave vectors \( \Delta k_e = k_e^q - q k_1^e \). The wavevector of the \( q \)th harmonic can be written as:

\[
k_e^q = \frac{1}{c} \left( q^2 \omega_0^2 - \omega_p^2 \right)^{1/2} \approx \frac{q \omega_0}{c} \left( 1 - \frac{\omega_p^2}{2 q^2 \omega_0^2} \right), \quad \text{with} \quad \omega_p^2 = \frac{n_e e^2}{m_e \varepsilon_0},
\]

where \( \omega_p \) is the plasma frequency, \( m_e \) and \( e \) are the electron mass and charge, respectively, \( c \) is the vacuum light velocity, and \( n_e \) is the plasma electron density. We estimate the free electron density to be \( 1 \times 10^{17} \text{ cm}^{-3} \) [21], leading to coherence lengths of \( L_{coh} = 1.25 \text{ mm} \) for the 11th harmonic, and \( 0.73 \text{ mm} \) for the 19th harmonic. For our observed spectral range, \( L_{coh} \) is thus
always longer than the typical length of our plasma medium of 0.6 mm and the phase matching situation should be quite good. Equation 2 then only predicts the spectral intensity to drop by a factor $\sim 2$–3 from the 11th to the 19th harmonic, whereas in the experiment (cp. Fig. 2), it drops by more than two orders of magnitude. This can only be attributed to the cut-off in the single-ion response (Cr$^+$ high harmonic spectrum), in agreement with our above conclusion.

Let us now turn to the oscillations of the sideband amplitudes obtained when superposing the dressing beam and varying the delay. The Fourier-transformed sideband-signals of one of the RABITT scans are shown in Fig. 3. As usually performed in the case of rare gases, the sideband signals have been normalized for each delay to the total photoelectron signal before Fourier transforming. This procedure removes the $\omega_0$-oscillations resulting from the modulation of the harmonic emission due to the interference of the generating and dressing beams in the generating medium. Clearly, the remaining $\omega_0$-component in Fig. 3 is exceptionally strong; it is due to the above-mentioned strong scattering of IR light from the generating beam into the MBES interaction volume. The $2\omega_0$-peaks are much less pronounced than usually obtained in rare gases, but they are nonetheless clearly distinguishable from the surrounding noise. The reproducibility of the measured emission times finally gives confidence in this data.

Figure 4(a) shows the emission times $t_q$ extracted from the sideband oscillations. The results show a very low positive group delay dispersion (GDD) of 20 as between two successive harmonics, corresponding to a GDD of 4200 as$^2$. This corresponds in the time domain to a chirp of the attosecond emission, also called attochirp. Such a chirp has been intensively studied in rare gases and small molecules: it is intrinsic to the HHG process and corresponds to the drift of the recombination times associated with the different electron trajectories involved in the harmonic emission [30, 36]. However, for the generating intensity used here, the GDD should be more than two times larger for harmonics in the plateau region [30]. Assuming an effective generating intensity equal to the saturation intensity of Cr$^+$ ions, the GDD should even be 6 times as large since the GDD is inversely proportional to the intensity. A possible cause for the small GDD could be the free electron density in the plasma medium that induces a dispersion of opposite sign to the intrinsic GDD. From Eq. 3, with $q\omega_0 = \omega$, we find the group velocity dispersion $\partial^2k/\partial\omega^2 = c^{-1}[(\omega^2 - \omega_0^2)^{-1/2} - \omega^2(\omega^2 - \omega_0^2)^{-3/2}] \approx -\omega_0^2 c^{-1} \omega^{-3}$ added by propagation through a free electron gas with a density $n_e = 1 \times 10^{17}$ cm$^{-3}$. It amounts to $-60$ as$^2$ mm$^{-1}$ for the 11th harmonic and $-12$ as$^2$ mm$^{-1}$ for the 19th harmonic, which is far too small to compensate for the intrinsic GDD. The only way to reconcile the measured GDD value with the Strong Field Approximation theory and the previous measurements in atomic gases is to consider that the measured harmonics are in the cutoff region of the ion spectrum, where the emission times saturate and the chirp tends to vanish [37].

From the phases $\varphi_q$, obtained by integrating the emission times, and the amplitudes $A_q$ of the harmonic orders, we can reconstruct the temporal intensity profile $I(t)$ according to:

$$I(t) = \left| \sum_q A_q \exp[-iq\omega_0 t + i\varphi_q] \right|^2.$$  

The result for the measured five harmonic orders $q = 11$ to 19 is shown in Fig. 4(b). The reconstructed temporal profile of the harmonic emission forms an attosecond pulse train, with each pulse of 300 as duration (full width at half maximum). If we assume all 5 harmonics to be in phase, we obtain the shortest pulses possible, i.e. the Fourier-transform limited pulses. The corresponding duration is $\tau_{FL} = 285$ as. The measured duration of 300 as is thus only 1.05 times the Fourier transform limited duration. Note that despite their low relative spectral intensity (see Fig. 2), the highest harmonic orders give an important contribution to the reconstructed pulse train. For example, when excluding harmonic 19 from the superposition, the pulse width increases to 360 as.
4. Conclusion

In this article, we have first discussed the challenges raised by the characterization of the attosecond emission of ablation plasmas. Despite the many difficulties, we were able to measure the spectral phase of the harmonic emission from chromium plasma. It exhibits an unexpectedly low GDD that can be explained by the fact that the measured harmonic orders belong to the cutoff region of the Cr$^+$ HHG spectrum. The reconstructed temporal profile corresponding to five consecutive harmonics is a train of pulses, with each pulse having an average duration of 300 as. This corresponds to 1.05 times the Fourier transform limit. Considering the potentially very high conversion efficiency when using higher generating intensity, these results indicate that plasma harmonics could become a source for generating intense attosecond pulses. Indeed, our measurements show that the generation and propagation in the plasma do not significantly affect the GDD resulting from the single-ion response. Generation at the saturation intensity of the Cr$^{2+}$ ions, i.e. at $4 \times 10^{14}$ W cm$^{-2}$, should both extend the plateau and result in a plateau GDD of 5300 as$^2$, low enough to generate intense 110-as pulses if 12 harmonic orders are selected.
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