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The ultrafast electron energy transport is investigated in laser-heated warm dense copper in a high flux
regime (2.5� 0.7 × 1013 W=cm2 absorbed). The dynamics of the electron temperature is retrieved from
femtosecond time-resolved x-ray absorption near-edge spectroscopy near the Cu L3 edge. A characteristic
time of ∼1 ps is observed for the increase in the average temperature in a 100 nm thick sample. Data are
well reproduced by two-temperature hydrodynamic simulations, which support energy transport dominated
by thermal conduction rather than ballistic electrons.
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The understanding of the electron energy transport is a
fundamental issue in various fields of physics, ranging from
femtosecond laser-driven phase transitions and processes
[1–3], up to high energy density physics and laboratory
astrophysics [4–6]. For instance, in ultrashort and moderate
intensity laser interaction with matter, the speed and
penetration of energy transport are key parameters for
the tuning of in-depth matter modification. In the higher
laser intensity regime, the knowledge of the thermal
conductivity is of critical importance for the design of
heating and compression of the nuclear capsule for inertial
confinement fusion.
From the theoretical point of view, different regimes of

laser-matter interaction lead to distinct treatments of the
electron energy transport. In hot plasmas, the Spitzer-Harm
theory is commonly used to determine the diffusive heat flux
[7]. But this theory fails with strong temperature gradients,
like the ones encountered in the high laser intensity regime.A
limited flux factor has been proposed ad hoc to correct the
heat flux and reproduce observations [8]. It has been adapted
later thanks to more complex Fokker-Planck calculations [9]
consistent with experiments [10,11], but it is still unable to
highlight the involved physical processes. In condensed
matter, at sufficiently low laser intensity and pulse duration,
nonthermal electrons are first excited above the Fermi level
within a small depth. They are then ballistically transported
deeper, at approximately the Fermi velocity (∼106 m=s).
This simple model has been confirmed by measurements up
to ∼1010 W=cm2 [12,13].
From the thermodynamic point of view, between these

two situations, the matter is in the so-called warm dense
matter (WDM) regime. Electron temperature is comparable
to Fermi energy, and ions can be disordered but are still
strongly coupled. This greatly complicates the prediction of

physical properties required for fields directly linked to laser
matter interaction, such as laser-induced damages [1–3], but
also high-pressure science and planetology [5,14–16]. The
theoretical description ofmatter in this regime is still a topical
challenge (see, e.g., Ref. [17] and references therein). In
particular, there is no theoretical consensus regarding the
electron energy transport in the WDM regime, a process
in competition with other ultrafast mechanisms such as
electron-ion thermalization [18,19], phase transitions [20–
22], or even hydrodynamic expansion [19]. Most femto-
second laser experimental studies assume ballistic transport
to justify the ultrafast isochoric production of a homogeneous
WDM sample over a thickness of the order of the electron
mean free path [18,20–24]. This is supported by numerical
works for laser intensity below1013 W=cm2 [25]. Far beyond
that, diffusive transport is most often considered, and some
thermal conductivity models have been proposed and even
coupled to hydrodynamic codes (see Refs. [26–28]).
On the experimental side, the dynamics of electron

transport has been studied mainly at low flux
(≲1010 W=cm2), by measuring subtle changes (∼10−5)
in the optical reflectivity of the sample rear side [12,13].
The observations supported a transport dominated by
ballistic electrons. The need to renew the sample for a
large number of laser shots severely limited the trans-
position of such accurate measurements beyond the dam-
age threshold. More recently, Chen and co-workers
proposed to use a chirped pulse to get single-shot time-
resolved optical reflectivity on warm dense gold [29].
Unfortunately, besides the indirect relationship between
electron temperature and optical reflectivity, the time
resolution was not high enough (∼500 fs) to access the
transport dynamics through the 30 nm thick sample.
Nevertheless, by comparing front-side and rear-side
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measurements, they identified a flux limit QNT for ballistic
electron transport. They proposed a simple but predictive
model to establish its value, considering that the evacuated
flux by ballistic electrons is limited by the energy they
transport (Fermi energy EF):QNT ¼ neEFvF, where ne and
vF are the electron density and Fermi velocity, respectively.
Above this value, the authors suggested that diffusive
transport should take over. But the experimental study of
the electron transport dynamics is still to be performed in
this regime.
In this Letter, we propose an original optical pump-x-ray

probe experiment to investigate the electron energy transport
with femtosecond resolution. For the first time, thismethod is
applied to laser-heated warm dense copper, above the flux
limit for the ballistic transport. Time-resolved x-ray absorp-
tion near-edge spectroscopy (XANES) spectra are measured
near the L3 edge (∼932 eV). They exhibit a preedge
structure that has been proven to be a direct and in-depth
diagnosis of the electron temperature Te [18,19,30,31]. Two
sample thicknesses of 30 and 100 nm are considered. A first
set of data indicate that the absorbed laser energy is deposited
and transported in a 30 nm layer in less than 100 fs. The
following measurements show that the same amount of
absorbed energy is transported through a 100 nm sample,
with a characteristic time of ∼1 ps, a much higher time
than expected in the ballistic regime (∼100 fs). These
observations are in good agreement with hydrodynamic
two-temperature simulations, favoring a diffusive transport
of the electron energy.
The experiment was carried out at the LOA laboratory,

on a dedicated setup which recently demonstrated the
feasibility of femtosecond time-resolved XANES measure-
ments with a betatron x-ray source [32]. The principle is
sketched in Fig. 1. A 800 nm, 30 fs optical laser pulse
(“pump”) was focused on a copper sample, at a laser
intensity that allows us to obtain an absorbed intensity
exceeding the absorbed flux limit for nonthermal electrons
QNT . The energy is deposited in the 12.7 nm skin depth

[33], before being transported deeper. In copper, using
ne ¼ 8.49 × 1022 cm−3, EF ¼ 7.04 eV, and vF ¼ 1.57 ×
108 cm=s [34], QNT ¼ 1.5 × 1013 W=cm2 [29]. The elec-
tron mean free path (MFP) is 70 nm [35]. In such a pump-
probe scheme, a synchronized femtosecond x-ray pulse
(“probe”) measured the evolution of the electron temper-
ature in the depth of the sample.
Copper films have been deposited on a 1 μm thick

Mylar™ substrate. Two thicknesses have been used. The
first one was 30� 3 nm, close to the skin depth and thinner
than the electron MFP, in which ultrafast homogene-
ous heating is expected. The second one was thicker,
100� 10 nm, in which the time-resolved Te dynamics
has been investigated during the electron energy transport.
The pump laser fluence was 3.3� 0.9 J=cm2, correspond-
ing to an incident flux of 1.1� 0.3 × 1014 W=cm2. The
absorption has been measured at 23%� 3% in a dedicated
experiment at CELIA facility, then cross-checked during
the experiment at LOA laboratory. It leads to an absorbed
flux Qabs ¼ 2.5� 0.7 × 1013 W=cm2, so that QNT ¼
0.6 ×Qabs. The uncertainty on the laser flux was mainly
due to spatial inhomogeneity, rather than to shot-to-shot
fluctuations. The pump had a top-hat spatial profile on
sample, with a diameter of 380� 10 μm. The angle of
incidence was 2.2°� 0.2° from the normal.
The betatron x-ray pulse used as a probe is obtained from

the relativistic interaction of a 30 fs, ≳1019 W=cm2 laser
pulse with a supersonic gas jet (99%He / 1%N2). It presents
a broad synchrotronlike spectrum, very suitable for x-ray
absorption spectroscopy [36]. A toroidal mirror, used at 2°
grazing incidence, focused the x rays on sample at normal
incidence, on a ∼150 μm spot diameter. The x-ray spectra
were recorded by a charge-coupled device (CCD) camera
coupled with a rubidium acid phthalate cylindrical crystal in
the Johann geometry [37]. The spectral calibration was
measured from Cu L3 (932.5 eV) and L2 (952.5 eV) edges,
and a ∼1 eV spectral resolution was found. During the
experiment, up to ∼80 photons=eV=shot near the Cu L3
edge were measured on the CCD camera, corresponding to
incident ∼4 × 104 photons=eV=shot on the sample.
The x-ray pulse duration is inferred from particle-in-cell

simulations. A value of ∼10 fs FWHM is calculated [32].
Considering both the pump duration (30 fs) and the
geometric contribution (∼20 fs between the two extreme
parts of the probed diameter), the quadratic sum results in a
theoretical time resolution of ∼40 fs. The betatron duration
has never been measured with such a short resolution, but
previous published data have demonstrated overall time
resolution better than 75� 25 fs with the same setup [32].
Measurements with the 30 nm copper sample corroborate
this result (see below).
A XANES spectrum is deduced from the ratio between

an x-ray spectrum transmitted through the sample by a
reference spectrum without sample. The resulting exper-
imental uncertainty is dominated by the photon counting
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FIG. 1. Principle of the pump-probe experiment. A copper film
is heated on one side by a femtosecond laser pulse and is probed
by a femtosecond x-ray pulse which diagnoses the electron
temperature and gives access to the time resolution of the electron
energy transport from the energy reservoir (skin depth) to the
depths of the sample.
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statistics on the detector. To improve this statistics, 100
shots per spectrum (and 100 more for the reference) have
been accumulated, leading to ∼20 minutes to build each
XANES spectrum. It was achievable thanks to the betatron
shot-to-shot stability (8% rms) and a fully automated
acquisition sequence. The relativistic interaction indirectly
produces high energy photons which alter the signal on the
detector. Appropriate shielding has been set up to reduce
their number down to a reasonable amount. The few
residual ones resulted in isolated hot spots which have
been digitally removed.
Typical recorded XANES spectra are shown in Fig. 2 for

several pump-probe delays in 100 nm copper. Near the
copper L3 edge, a large preedge structure develops rapidly
after heating and increases up to a delay of ∼1 ps. Previous
work based on ab initio quantum molecular dynamics has
demonstrated that the integral of this preedge structure is
directly linked to the electron temperature Te [19,31]. This
work was used to infer an average value hTeiz of the
electron temperature over the thickness coordinate z of the
probed sample.
The deduced time evolution of hTeiz is reported in Fig. 3

for both 30 and 100 nm thick copper samples. The time
origin is set to the maximum of the heating pulse (pump).
Because the absorption level of 30 nm samples is about
three times smaller than for the 100 nm ones, the error bars
are higher. The data show that hTeiz increases up to 4.4�
1.9 eV in less than ∼100 fs, in the 30 nm sample. In
100 nm, it reaches 1.5� 0.5 eV in a longer time ∼1 ps. A
decrease of hTeiz has already been measured on a longer
time scale (∼10 ps), and is due to the electron-ion thermal
equilibration [18,19,30].
Observations indicate ultrafast homogeneous heating in

30 nm, and incidentally demonstrate an effective time
resolution better than 100 fs. A rough estimate of the
expected temperature achieved can be made from the

absorbed fluence Qabs ¼ CeTed ¼ 0.75� 0.25 J=cm2,
where d ¼ 30� 3 nm and Ce ¼ 6.6� 1.9 MJ=m3=K is
the electron heat capacity taken from [38] in the range of Te
considered. One finds Te ¼ 3.3� 1.5 eV, in good agree-
ment with the observation. Despite the large error bars, this
shows that initially the energy deposit is essentially con-
fined in copper rather than in the plastic behind, or in
possible ejected electrons cloud [39–41].
The same estimation in the 100 nm sample leads to

Te ¼ 2.1� 0.4 eV, which is still in fairly good agreement
with the measurements (here Ce ¼ 3.1� 0.9 MJ=m3=K in
the appropriate Te range of 1.5� 0.5 eV [38]). The most
important observation is that this maximal electron temper-
ature is achieved only in ∼1 ps, which is significantly
longer than the time resolution. This is also longer
than expected with electron ballistic transport (∼100 fs).
Considering a diffusive transport driven by the typical

equation Ce∂Te=∂t ¼ ∇⃗ðKe∇⃗TeÞ, one can estimate a
characteristic time Δt ≈ Cel2=Ke. By setting l to the
thickness of the energy reservoir (12.7 nm), and using
the electron thermal conductivity Ke ∼ 4 × 102 W=m=K
taken from [27,28], one findsΔt ∼ 1.2 ps. This time (which
further increases with higher values of l) is more consistent
with the observations, which would indicate that the
transport is in that case dominated by diffusion.
In order to explore more precisely the link between

the inferred hTeizðtÞ and the electron energy transport,
one-dimensional hydrodynamic simulations were per-
formed with the Lagrangian ESTHER code [42]. The two-
temperature model (TTM) is consistently integrated, with
Te-dependent coefficients taken from Ref. [38] for the
electron heat capacity Ce and the electron-ion coupling
factor. The electron heat conductivity Ke is taken from
Ref. [27]. The temporal profile of the energy deposit is set
to the values of the absorbed pump pulse. The initial depo-
sit in the skin depth is mimicked by a steep longitudinal
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FIG. 2. Examples of XANES spectra recorded through 100 nm
copper: at ambient (“cold”) and at various delays after heating.
The cold spectrum (black) is averaged over ∼1000 shots. The
error resulting from the photon counting statistics is indicated by
the colored areas.
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FIG. 3. Time evolution of the electron average temperature
hTeiz measured in 30 nm (blue diamonds) and 100 nm samples
(orange circles). Hydrodynamics TTM simulation for 30 nm
diffusive transport (DT) is also represented (dotted black line),
see Fig. 4 for details.
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profile of 15 nm depth. Such a code is well suited to process
diffusive transport. In order to simulate a faster ballistic
transport, we considered an initial energy deposit on a
thickness increased by the electron MFP.
The simulated electron temperature Teðt; zÞ is repre-

sented in Fig. 4(a), as a function of time t and depth z in the
sample. At each time step, the average hTeiz is extracted
over the whole Lagrangian positions of copper, weighted
by the mass of numerical cells. Using the fact that Te varies
linearly with the preedge area in our temperature domain,
we made sure that this value was equivalent to the hTeiz
deduced from measurement. The results are computed for a
100% diffusive transport, a 100% ballistic transport and a
composite of 60% ballistic and 40% diffusive transport to
mimic the absorbed flux above the limit QNT . They are
plotted in Fig. 4(b) and compared with measurements.
The first observation [Fig. 4(a)] is that the electron

temperature is far from being homogeneous along 100 nm,
when the experimental average temperature reaches its
maximum (∼1 ps). If one focuses on the first 30 nm, the
chain of calculation quickly leads to a maximum average
electron temperature of 4.0� 0.8 eV (see Fig. 3). In this
situation, the hypothesis of a ballistic transport does not
significantly modify the dynamics of hTeiz (not presented).
As shown in Fig. 4(b), this is no longer the case with a
100 nm sample. The experimental data are clearly not
reproduced neither with ballistic transport nor with the
composite transport calculation, whether one considers the
maximum temperature reached or the corresponding time.
On the other hand, the 100% diffusive calculation repro-
duces fairly well the experimental data. Even if the energy
deposit is completed in 30 fs FWHM, the average electron
temperature hTeiz continues to increase due to the strong
Te dependence of the electron heat capacity Ce. It reaches
1.5� 0.3 eV in 0.5–1 ps, in close agreement with the
measurements. This confirms that the thermal diffusion is
dominant in this regime above the flux limit QNT . That
could be interpreted by a reduction of the electron range, as

suggested by Li et al. [40] and Ogitsu et al. [43], who
observed different behaviors of the front and rear sides of
samples in similar heating conditions. It also corroborates
previous measurements that show an increase of the
electron collision rate with the electron temperature in
the WDM regime [44].
The analysis based on the TTM assumes a thermalized

electron population. This hypothesis might be highly ques-
tionable with laser fluence at the mJ=cm2 level [45].
Nevertheless thermalization times shorter than 10 fs are
expected in the high flux range investigated here
(Qabs ¼ 0.75� 0.25 J=cm2) [46,47] and support such
assumptions. Other physical coefficients are directly
involved in the diffusive electron transport equation

Ce∂Te=∂t ¼ ∇⃗ðKe∇⃗TeÞ. The Te-dependent electron heat
capacity Ce taken from [38] essentially depends on the
electron density of state which is not significantly modified
from solid towarmdense copper [31]. It has been extensively
tested and validated [18,19,30,31]. Different theoretical
approaches can be used to calculate the thermal conductivity
Ke (see, for instance, Refs. [27,28,48]). They seem to
converge in the temperature range investigated in the present
study but show significant differences either at high Te
(≳2 eV) or low Te (≲0.5 eV). Experimental results of the
type reported here, with a better signal to noise ratio, should
help to sort out these models.
As demonstrated here, the diffusion is slower than the

ballistic transport. It can limit the heating homogeneity of a
WDM idealized slab and compete with other dynamical
processes such as electron-ion equilibration or phase tran-
sitions, confusing data interpretation at the femtosecond
scale. Most of the previously published experimental work
has considered ballistic transport. So far, to the best
of our knowledge, the flux investigated was below the
flux limit QNT proposed in [29] (see, for example,
Refs. [18–23,30,49–53]). But this issue must be taken into
account when studying cases with absorbed flux exceeding
QNT . It might be crucial for processes expected at high
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electron temperature, such as the bond hardening effects on
the phase transition dynamics, predicted at Te ≥ 3 eV [54].
In conclusion, we have investigated the ultrafast electron

energy transport dynamics in warm dense copper using
femtosecond time-resolved XANES probing. Two sample
thicknesses, respectively 30 nm and 100 nm, have been
heated with 2.5 × 1013 W=cm2 absorbed laser flux, in a
regime above the flux limit for ballistic transport [29].
XANES spectroscopy allows the direct and in-depth
measurement of the time evolution of the electron average
temperature. In 30 nm copper, experimental data show a
fast increase (≲100 fs) up to ∼4.5 eV, consistent with a
homogeneous heating. In 100 nm, the same energy is
absorbed, but more diluted in depth, leading to a maximum
of ∼1.5 eV. It is reached in ∼1 ps, which is significantly
longer than expected with a ballistic transport (∼100 fs).
Data are well reproduced with two-temperature hydro-
dynamics simulations, supporting an electron energy trans-
port dominated by thermal conduction in such a high flux
regime. Beyond the potential interest of this new type of
experiment to test different heat conduction models, this
study pinpoints the limits of ultrafast homogeneous heating
of a warm dense matter idealized slab.
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